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The charge transfer thermodynamics of a simple model of DNA, a single stranded 10-mer

poly-adenine oligonucleotide, in water is investigated by means of a computational/theoretical

procedure, in which all the relevant environmental effects are considered. Our data indicate that

water and counterions ultimately dominate the DNA reduction and oxidation free energies, which

are also strongly influenced by the base position along the strand. In fact, we estimated that

reduction free energies are large and negative, particularly for the bases close to the 50 and

30 positions, whereas the electron detachment is thermodynamically unfavoured all along the

strand, but with a higher free energy cost in the central region of the molecule. Further

investigation on double charging, i.e. one nucleobase is oxidized and one is reduced within the

strand, predicts that charge-separated states are possible and thermodynamically largely stable

when the ionic forms are separated by several nucleobases.

1. Introduction

Because of the DNA unique topology and ubiquitousness,

charge transfer reactions in DNA molecules are involved in an

uncountable number of processes relevant in biology,

biochemistry, medicine1 and nanotechnology.2 In fact, DNA

modifications, reactions leading to mutations, oxidative

damage and design of nano-devices all involve charge transfer

processes. Therefore, the study of DNA electronic properties

has received huge interest, particularly in the last decade

(for a recent review see, e.g., Boussicault and Robert3).

Despite the enormous advance of experimental methodologies

able to provide a detailed picture of electron transfer in

DNA,4–9 its theoretical characterization is still challenging

due to the fact that a realistic modelization must include both

the electronic and the environmental effects in a coherent

statistical-mechanical framework. To this end, several

approaches were used to theoretically describe these processes,

either approximating the solvent description as a dielectric

continuum10 or explicitly treating at atomistic level the

environment interacting with the nucleobase electrons.11–17

Beside the intrinsic differences inherent to the computational/

theoretical procedure employed, all these works pointed

out the dramatic effects due to the environment on DNA

electronic properties and, consistently, the necessity to couple

the base electronic behaviour to the environment atomic–

molecular motions. Here, we apply the perturbed matrix

method (PMM),18–21 which, combining an accurate

description of the nucleobase electronic properties with an

efficient sampling technique, i.e. classical molecular dynamics

simulations, is able to efficiently model the coupling between

electronic states and nuclear motions. The redox thermo-

dynamics of a (single-stranded) poly-A in solution, modelled

by means of PMM, was investigated providing a quantitative

estimate of nucleobase reduction/oxidation free energies and

hence their dependence on sampling, base position and

environment interaction. The choice of such a simple test

system, i.e. a decamer of adenines, is motivated by the necessity

of using a chemically simple, although realistic and experi-

mentally studied, system allowing a rigorous study at an atomic

level of the correlations between charge transfer along the

strand and the statistical mechanics of a DNA-solvent ensemble.

The results of the present study will provide the starting point

for future investigations on different oligonucleotides with

different sequences both single and double-stranded.

2. Theory

Similarly to the most popular quantum-mechanical/molecular-

mechanics (QM/MM) approaches,22 also in PMM it is first

necessary to pre-select a portion of the simulated system to be

treated at an electronic level. Such a portion, whose chemical

nature and dimensions depend on the problem at hand is

hereafter termed as quantum centre (QC). In the present study

each base along the DNA molecule is considered as a QC

embedded into the perturbing field exerted by the rest of the

DNA and the solvent. Defining with rn the nuclear coordinates

of the QC, i.e. the coordinates of the atoms forming the

QC in the simulated box and x coordinates of the atoms

providing the (classical) perturbing field, we can write the QC

(electronic) Hamiltonian matrix (i.e. the matrix expressing the

Hamiltonian operator) as18–21

~H ¼ ~H0ðrnÞ þ ~Vðr0; xÞ

ffi ~H0ðrnÞ þ qTVðr0; xÞ~I

þ ~Z1ðEðr0; xÞ; rnÞ þ DVðrn; xÞ~I

ð1Þ
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where qT is the QC total charge, Vðr0; xÞ and E(r0,x) are the

(perturbing) electric potential and electric field, as provided by

the environment atomic charges, at a given QC r0 position

(typically the mass center), Z̃1(E,rn) is the perturbation energy

matrix explicitly given by [Z̃1]l,l0 = � E�hF0
l |l̂|F

0
l0i with l̂ the

dipole operator and DV(rn,x) approximates all the higher

order terms as a short range potential (note that the case

where the quantum center is a sub-part of a molecule DV
may also include an additive constant corresponding to a

possible reference energy shift). The previous equation,

providing the perturbed Hamiltonian matrix H̃ for a quantum

center interacting with a semi-classical atomic-molecular

environment, may be equivalently expressed in the typical

operator notation

Ĥ ¼ Ĥ
0 þ V̂

ffi Ĥ
0 þ qTV� E � l̂þ DV

ð2Þ

with the perturbation operator V̂ physically corresponding

to the perturbation due to the ground state environment

atomic-molecular field acting on the QC. The eigenvectors

of H̃, i.e. the eigenstates of Ĥ, can be used to obtain the

perturbed QC electronic properties for each QC perturbed

state at each atomic configuration as provided by any

sampling method, e.g. molecular dynamics (MD) simulations.

The above theoretical framework provides an excellent

description of quantum processes within complex molecular

systems when the perturbing electric field is approximately

homogeneous over the size of the selected QC and, of course,

the definition of the QC is appropriate, i.e. all the quantum

processes of interest may be defined via QC degrees of freedom

and hence the perturbing atomic environment may be properly

treated as a a semi-classical system. In this way PMM

combined with MD simulations may furnish a very efficient

theoretical–computational procedure still providing a high-

level description of the quantum properties while allowing an

extended sampling of the system phase-space. In this case the

quantum processes we consider, require a spatially rather

extended QC the above approximations and may result

in a less accurate description of the perturbation operator,

moreover forcing the use of a lower level of unperturbed

electronic treatment.

We may combine PMM calculations, providing the

perturbed electronic energies and properties, with statistical

mechanical derivations in order to obtain the free energy

variation due to QC state transitions.19,20,23–27 For a charge

transfer reaction, the case of interest in the present paper and

previously investigated for simpler systems,28–31 we may

express the free energy change due to charging the QC as

DA ¼ �kBT lnhe�bDU0 i ffi �kBT lnhe�bDðe0þqTVÞi ð3Þ

where DU0 is the energy variation of the whole system due to

QC charging, Dðe0 þ qTVÞ the corresponding change of QC

perturbed ground state energy when disregarding the quantum

vibrational energy and short range potential20,27 (e0 is the

ground state eigenvalue of H̃0 + Z̃1) and the average is

typically taken in the uncharged QC ensemble. Note that for

a charging process no relevant change of the vibrational

partition function and atomic short range potential is expected

and in usual MD atomistic force-field no atomic polarization

beyond the pair additive dispersion interaction is considered

and hence the environment internal energy is unchanged for

any QC state transition. For a single stranded DNA molecule

made of n bases we may therefore express the free energy

change for the lth base charging Bl - B�l , l = 1,n via

DABl!B�
l
¼� kBT lnhe

�bDU0
Bl!B�

l iBl

ffi� kBT lnhe
�bDðe0þqTVÞBl!B�

l iBl

ð4Þ

which may be easily extended to multiple charging processes

via the use of multiple energy variations, providing for the

double charging Bl, Bl0 - B�l , B
�
l0 , l a l0

DABl ;Bl0!B�
l
;B�

l
¼� kBT lnhe

�bDU0
Bl ;Bl0 !B�

l
;B�
l0 iBl ;Bl0

¼ �kBT lnhe
�bDU0

Bl ;Bl0 !B�
l
;B
l0 e
�bDU0

B�
l
;B
l0 !B�

l
;B�
l0 iBl;Bl0

ffi � kBT lnhe
�bDðe0þqTVÞBl ;Bl0 !B�

l
;B
l0

� e
�bDðe0þqTVÞB�

l
;B
l0 !B�

l
;B�
l0 iBl ;Bl0

ð5Þ

It is important to remark that the QC definition we use

(i.e. for each charge-transfer process a single base embedded in

the perturbation of all the rest) implies that we disregard any

excitonic effect and consider only physical states where the

excess charge is localized in a unique base of the DNA

molecule. Inclusion of higher order effects, although in

principle possible within the PMM framework by using a

more complex QC, e.g. two neighbouring bases, is beyond

the scope of the present paper.

3. Computational methods

For the unperturbed states of the nucleobases we utilized

B3LYP functional in the context of the density functional

theory in conjunction with 6-311++G(d,p) atomic basis set.

Unperturbed electronic properties for the first nine excited

states were calculated by means of the time-dependent density

functional theory (TD-DFT) as implemented in the Gaussian

software.32 Single strand poly-A formed by ten nucleobases

was simulated for 100 ns at 300 K using the isokinetic

temperature coupling,33 the coordinates were saved every

2 ps and the time step was 2 fs. Molecular dynamics simulations

in the NVT ensemble were performed using the Gromacs

software package;34 vibrational motions were removed by

applying the LINCS algorithm and long-range electrostatics

was calculated via the particle mesh Ewald procedure.35

The initial configuration was extracted from standard

B-DNA geometry, built by means of X3DNA36 software.

PARMBSC037 force field for DNA and the SPC model38 for

water were used. Error bars of the free energy profiles were

estimated by a statistical block procedure.
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4. Results and discussion

4.1 Redox free energies

The energies of the anionic and cationic forms of the isolated

adenine, as obtained by our calculations, were compared with

experimental and theoretical data available in the literature,

Table 1. Beside small differences, it is clear that isolated

(gas-phase) adenine may be hardly oxidized (ionization energy

of 782 kJ mol�1) and its electron affinity is positive

(44 kJ mol�1). When adenine is involved in a solvated single

strand such a behaviour is strongly modified as shown in

Fig. 1. The reduction free energies calculated for the adenine

bases along the solvated strand are all largely negative (Fig. 1,

bottom panel), particularly at 50 and 30 terminal ends where

we estimated values of about �800 and �1100 kJ mol�1,

respectively. Similarly, the adenine oxidation free energies

along the solvated strand (Fig. 1, upper panel), although still

positive, are all dramatically reduced with respect to the

unperturbed (gas-phase) oxidation energy, in particular at

both terminal ends. Such a remarkable effect of the perturbing

field embedding each adenine in the strand, clearly shows

that the perturbation due to the DNA negatively charged

phosphate groups, destabilizing/stabilizing the adenine

anionic/cationic form, is overcompensated by the solvent

effect (note that phosphate groups perturbation provides

unstable, i.e. positive, reduction free energies and optimal,

i.e. lowest, oxidation free energies in the middle of the strand).

Interestingly, the redox free energies of the central bases are

virtually identical within the noise, suggesting that in longer

oligomers a large amount of adenines might have the same

redox behaviour. Finally, the mean charging energies and

relative standard deviations (Table 2) point out that large

fluctuations of the charging energy occur and hence a proper

sampling of the low energy configurations, severely affecting

the free energy values, is essential for a proper estimate of the

redox thermodynamics.

4.2 Charge-separated states

In order to address the issue of the thermodynamic stability of

charge-separated states, we considered the free energy profiles

for double charging of the strand with the cationic or anionic

adenine form in the corresponding most stable position

(50 or 30 terminal end, respectively) and locating the opposite

ionic form along the remaining nucleobases. Such double

charging states mimic the experimental charge-separated states

as provided by injecting a charge into the strand via a redox

reaction at one of the terminal ends. In Fig. 2 we show the

double charging free energy profiles for both the anionic

30 terminal end (solid line) and cationic 50 terminal end

(dashed line) conditions. The figure clearly indicates the

presence of several largely stable charge-separated states, with

the state defined by the adenine ionic forms just at the terminal

ends corresponding to the free energy minimum. Interestingly,

for both free energy profiles, the charge separation occurring

at adjacent or close bases is relatively unstable, with the curve

corresponding to the cationic 50 terminal end providing largely

unstable free energies if less than five nucleobases between the

ionic adenines are present. Such remarkable results revealing a

huge thermodynamic tendency of the solvated poly-A to form

Fig. 1 Adenine oxidation (upper panel) and reduction free energies

(bottom panel).

Table 1 Ionization energies and electron affinities for isolated
(gas-phase) adenine

This work
Other works
(theor.) Exp.

Ionization energies/kJ mol�1 782 772 to 785a 797 to 825a

Electron affinities/kJ mol�1 44 33 to 151b 43 to 54b

a Taken from the work of Russo et al.39 and references therein.
b Taken from the work of Roca-Sanjuán et al.40 and references therein.

Fig. 2 Double charging free energy profiles for the 30 anionic

terminal end (solid line) and for the 50 cationic terminal end

(dashed line). Double charging free energy profiles assuming

independent charging energies are also shown for cationic 50 terminal

end (dotted line) and for 30 anionic terminal end (dashed-dotted line).

Table 2 Ensemble averages and fluctuations of the charging energies
as obtained by our PMM/MD procedure

Base 1 Base 5

Average Std. dev. Average Std. dev.

DU
0

Bl!Bþ
l
(kJ mol�1) 842 133 803 51

DU
0
Bl!B�

l
(kJ mol�1) �77 146 �21 61
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charge-separated states and showing that the direct interaction

between the charged bases is overcompensated by environ-

mental effects, also indicate that an injection of a positive or a

negative charge into the DNA strand may result in rather

different charge transfer behaviour. In Fig. 2 we also show the

double charging free energy profiles for cationic 50 terminal

end (dotted line) and anionic 30 terminal end (dashed-dotted

line) as obtained by assuming independent charging energies,

i.e. by using the proper sum of the free energy values in Fig. 1,

including only an electrostatic constant term given by the

simple charge–charge interaction evaluated at the mean

distance of the ionic adenines. From the figure it is evident

that neglecting the coupling between the charging processes

results in completely wrong free energy estimates except when

several nucleobases separate the ionic forms, thus showing

the large correlation of the charging energies due to the

environment perturbation field.

In order to dissect the environment perturbation into the

intramolecular and solvent (including the counterions) effects,

we recalculated the double charging free energy profile for the

anion 30 terminal end when considering either the perturbation

field due only to the intramolecular environment or due only

to the solvent environment, as shown in Fig. 3. From the

figure it is evident that the two free energy profiles present

opposite trends with the solvent stabilizing charge separated

states at increasing distances of the charged bases. Interestingly,

a comparison with the double charging free energy profile

obtained by considering the whole perturbation field

(already shown in Fig. 2 and also reported in Fig. 3) clearly

indicates that the solvent perturbation overcompensates the

intramolecular effect.

Finally, to study the effect of DNA conformational

fluctuations on the charge separation process we have considered

the correlation map between the end-to-end distance, as

obtained by the MD trajectory and providing a relevant

conformational coordinate, and the double charging energy

as obtained by PMM calculations along the same MD

trajectory. Such a correlation map for the 30 anionic terminal

end condition with the positive charge located on the basis 1, 5

and 9 shown in Fig. 4, reveals a weak correlation resulting in a

reduced low energy tail for the compact conformation basin

(centered at about 2 nm). Interestingly, within the extended

conformation basin (by far the main conformational region,

centered at about 3 nm) the double charging energy and

end-to-end distance fluctuations are essentially uncorrelated,

with a rather extended low energy tail determining the double

charging free energy. Such results indicate that the double

charging process, in particular for the charge separated state

where the two terminal ends are involved, largely stabilizes the

extended conformation.

5. Conclusions

In this work we characterized by means of PMM and MD

simulations the redox behaviour of a single stranded poly-A in

solution. The results clearly indicate the dramatic solvent

effect largely determining the redox free energy profile along

the strand. Moreover, the evaluation of the free energies of

charge-separated states, as defined by double charging

processes, reveals the intrinsic tendency of solvated poly-A

to form charge-separated states, with the corresponding

thermodynamic stability favoured by the increase of the

distance between the charged bases clearly showing that

charge–charge interaction is largely overcompensated by the

environment perturbation effect. Our data also indicate that

an injection of a positive or a negative charge into the DNA

strand may result in rather different charge transfer behaviour,

hence suggesting a different kinetic mechanism for positive

and negative charge transfer reactions in DNA. Such remark-

able results, in line with experimental data6,7 demonstrating

the existence of long-lived charge-separated states, point out

the complexity of charge transfer equilibria in DNA, where

the subtle balance between the intramolecular and solvent

perturbation fields makes DNA molecules in solution

particularly suited for a large variety of redox processes.
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