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In this paper we introduce a mean field method for simulating complex molecular systems like
liquids and solutions. Using well-established theoretical principles and models, we obtained a
relatively simple approach which seems to provide a reliable description of the bulk molecular
behavior of liquid water. Moreover, we have applied this approach to study simple solutes in
solution, like sodium and chloride ions and acetone. Comparison with standard simulations,
performed with periodic boundary conditions, shows that such a mean field method can reproduce
the same structural and thermodynamical properties at low computational costs and represents a
valid alternative for simulating solute-solvent systems, like solutions of large biomolecu230%
American Institute of PhysicfDOI: 10.1063/1.1877172

I. INTRODUCTION such boundary effects can be limited when rigorous MFs are

The development and use of mean fidtF) or implicit used, i.e., based on well sound theoretical principles,_and
solvent methods for simulating realistic molecular systems i{'€Nce for a large assembly of molecules an extended inner
continuously increasinb‘.e MF methods allow, in principle, part of_ the.5|mulat|on box could f:orrectly reprqduce the bulk
the correct treatment of molecular systems without the neeB€havior, i.e., the same behavior of an equivalent subpart
for simulating an extremely large amount of explicit mol- €mbedded in a macroscopic system. In this paper we present
ecules, and they are very well suited for solute-solvent sys2 MF model, based on well-established theoretical principles,
tems and in particular for the simulation of biological mac- developed foNVT ensemblsimulations of molecular fluids.
romolecules. Also, they can be combined with quantum'” this model we consider the explicit molecules in their
mechanics(QM) and mixed quantum/classic&QM/MM) simulation box to be embedded in a dielectric continuum.
methods to include inexpensively the solvent contributionThe shape of the simulation box could be quite arbitrary, so
(see Ref. 7 and references thejeinhich is in many cases thatit can be easily adapted to different systems, e.g., a large
not negligible, and they could offer significant advamagemacromolecule surrounded by solvent molecules. However,
with respect to periodic boundary conditiofRBC) models  because of the mathematical simplicity, in this paper we only
to performab initio molecular dynamics with localized basis consider the special case of a spherical cavity. The MF is
sets for the representation of the electronic wave function. composed of three part&) an electrostatic contribution or

It is worth noting that PBC methodologies, employed in “reaction field,” which accounts for the long-range interac-
standard simulations, although widely used and efficient cations between the explicit molecules and the dielectbg;a
provide unphysical correlations due to the artificial periodic-van der Waals potential, which represents the short-range
ity of the systen? *° These correlations are quite negligible, dispersion-repulsion interactions, atd a rigid boundary
at least for the basic behavior of the system, when solids osurface that keeps the explicit molecules confined in the
homogeneous fluids are considered, but are likely to becomgpherical cavity.
more relevant in the case of solute-solvent systems, espe- Finally, it is important to remark once again that in this
cially when a polar or charged solute is concerned. Suclnodel, as in other MF methods, the approximations used are
spurious effects are clearly removed by the use of MF methphased on the macroscopic physical behavior and hence they
ods, which on the other hand are always affected by explicibecome more reliable as the simulation cavity gets larger.
boundary effects due to the macroscopic character of the This paper is organized as follows: In Sec. II, we de-
approximations used in the derivation of the MF. However,scribe the theoretical and computational details of the MF
model and we provide the technical details of the molecular
dElectronic mail: brancato@caspur.it dynamics(MD) simulations performedSec. Il B. In Sec.
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Ill, we compare the results of a set of MD simulations of Consequently, we can define two corresponding terms
water using both MF and PBC methods. The same MHMor W(x,):
model parametrized for pure water has been tested on solute-

. . WI(X;) = Weied X)) + Wigw(X)), 4
solvent systems. In particular, we have studied aqueous so- (1) = Weied 1) + Waaw(X4) @
lutions of sodium and chloride ionsee Sec. Il Band ac- where

etone(see Sec. Il ¢ Conclusions are given in Sec. IV. [ & BVercildx, dpy,
WeiedX)) ==KTIn 5
eleu( I) ( fe'[’”"dx”dp.. ) ( )
Il. METHODS T (f e-B[Ve|ec+Vvdw*Uu]dx“dp“)
W. =—KkT 6
A. Basic equations awlxi) e WVetectildix,, dpy, ©

We consider a homogeneous macroscdgi€T system
where, say in the center, we define a spherical mesoscopR:. Electrostatic term (reaction field )
subsystem where we can neglect the density fluctuations as . _ . .
the average number of molecules is rather large. Hence, we Generally, the electrostatic contributidNe is derived

can decompose the overall system in two subsystems witﬁOm macroscopic continuum theo]r§.G|ven a molecular

fixed volume and number of molecules. Considering acharge distribution enclosed in a cavity of a dielectric me-

Hamiltonian where no molecular polarization is present, asd'uml[_ tﬂz% electric potential is obtained from the Poisson
in a typical simulations, we then have that tttéelmholtz equatiort,
free energy of a given phase space position of the molecules A[e(r)A®(r)] = 4ap(r), (7)

in the cavity(explicit moleculesis . . . .
y(exp 5 where®d(r) is the electrostatic potential at pointp,(r) rep-

A, p) =U (X, Py resents the molecular charge density afrd is the position-
dependent dielectric constait,.. can be considered as the
- kTIn(@‘lf e—ﬁ[V(xl,x”)W..(x”,p.l)JM> reversible work needed to charge the explicit molecules in
ht /" the dielectric cavity. It can be shown that

D

wherex;,p, and x;,p, are the coordinates and conjugated
momenta of the mesoscopic subsystem and of the remaini
part of the macroscopidNVT system (macroscopic sub-
system, U, andl,, are the internal energies of the mesos-
copic and macroscopic subsystemg,s the total number of
classical degrees of freedom in the macroscopic subsyste
andh is the Planck’s constant. Moreoved, ! is a constant
providing the quantum correctiod, is the interaction energy
between the two subsystems adt=kT with k the Boltz-
mann’s constant and the absolute temperature. If in the
reference state all the interactions between the two su
systems are set to zef®=0), we have for the free energy
difference,

Wejed X)) = E fol Dpe(r;)deg = %2 eDgar), (8)

n\%heree, is theith atomic partial charge andg(r;) is the
electric potential at the atomic sitgonly due to the macro-
scopic subsystem, which implicitly depends on the charges
. dr(r)) is the so-called “reaction field” potential, that is
the electric field generated by the polarization of the dielec-
tric continuum induced by the molecular charge distribution.
Since the works of Belt and Onsagéf in the 1930s, many
different approaches have been developed to describe this
(phenomenofA’** Within the continuum approximations, the
reaction field and its potential can be expressed analytically
using the multipole expansion of the charge distribuffion
and the generalized Born thefyor numerically by solving
AAX,P) = AKX, P = Aed(X1,P1) the Poisson equation with either the finite difference
ALV X+ Uy o) method®?’ or the boundary elemetiBE) method?®~*
e 1X10) A X1y dx, dpy d - .
R ) (2) Although for the special case of a sph_encal ca\_/|ty as
J e Pt Pdx, dp, well as for other regular cavities an analytical solution of
which is also known as the “potential of mean force” Or(bRF(ri) based on multipole expansion of the charge distribu-

shortly the “mean field(MF), W(x,) = AA(x,,p,). This is the tion exists, in this work we have used a more flexible BE
potential field experienced by the explicit molecules in amethod, which is based on the polarizable continuum model

8,32 i i
given configuration due to the average interactions with théPCM) approactf’***The details of this methodology can be

2 . . . . .
environment. Continuum models differ in the way is found elsewheré. Briefly, it consists on partitioning th_e cav-
approximated:? ity surface in small elements called tesserae, which have

typically a triangular shape, of approximately equal areas
simulations(e.g.,GRoMos AMBER, 18 cHARMM™®), the non- and then determining the “appgrent surface.ch'argggt;’
bonded interactions can be separated into long-range electr6€ntered on each tessera for a given charge distribution of the
static and short-range van der Waals contributions. The latté*Plicit molecules. The computation gfscrequires the so-
accounts for the dispersion and repulsive interactions. BJHtON Of @ system oNslinear equations,

using this decomposition we have D Oasc=~Em (9)

VX1 Xi1) = Veted X1 Xn) + Vaw(Xi:Xir) - (3)  with

=—kTIn<

According to commonly used force fields for computer
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Finally, it should be noted that E€Q) can be solved by

20 . inverting the D matrix only once at the beginning of the
simulation and then by recomputing at each step the electric
field due to the molecular system.

C. van der Waals term

(kJ/mol)

dw
<

The dispersion-repulsion or van der wa@l&l\W) term,
W,qw, has been determined empirically using a new method-
ology from a test simulation of liquid water, in this case
e SPC*water(see details in Sec. I1)EAs a result, the form of
i the VAW potential(see Fig. 1 depends on the specific mo-

. | . | . | . lecular system and thermodynamic conditions adopted in this
20 05 0 15 2 study. Nevertheless, we think that our approach can be easly
Radial disance () extended to derivaV,q,, potentials for a large number of
FIG. 1. van der Waals potential determined for a spherical box of SPC wategolvents at different physical conditions, i.e., density, pres-

W,
Ve

at ambient conditiongp="55.32 mol/I;T=300 K). sure, and temperature. The idea of our method is somehow
inspired by the approach of Laio and Parrin&litn estimate
Em.1(S) = En(s) - N(s), (10) the free energy surface of a complex many-body system.

First, we have assumed that the poteriigl,(r) is a radial
wheres; is the position vector of théth tesseran(s) is the  function acting on each explicit water molecule embedded in
corresponding normal vector pointing outward the caWity,  the cavity and, in particular, on the oxygen atoms according
is the electric field only due to the molecular charggs.is  to the SPC model, which has a Lennard-Jones site centered
the array of the “apparent surface charges,” Brid amatrix  on the oxygen. Second, we have expres#ég,(r) as the
that depends only on the surface topology and on the dielegum of a set oN, Gaussian functiongy;, whose centers;,

tric constant, are equally spaced over a radial direction of the spherical
1| 4me cavity,
7 Wygw(r) = 2 gi(r-r)= E A exp(— 202 ) (13
| I
(§-s)-m
D; = Eﬂ_sl (12) Eachg;(x) function has the same spreaxd,but a differ-

ent height,\;, which is a multiple of a fixed amour(\;
whereg; is the area of théth tessera and is the continuum  =n;h). During the test simulation, the Gaussian heights are
dielectric constant. This is an accurate approximation in thellowed to change in order to keep constant the local density
limit of a macroscopic cavity and an infinite number of of the liquid to its overall valuep(r;) = po.
tesseradNes— ). The method works as follows: after a certain time inter-
In this work, a spherical cavity of radius 2.0 nm hasval, 7, the local densitiep(r;) are computed and their values
been used to confine the explicit molecules, as described inompared to the constant overall dengigy If p(r;) > po, the
Sec. Il D. Consequently, the dielectric continuum radigs,  corresponding Gaussian height is increased by one hunit
which is the distance where the dielectric begins, has beetn; ne, =N oig+1), Otherwise, ifp(r;) <p,, the height is de-
optimized in order to reproduce correctly bulk properties ofcreased(n; ney=nj oig—1). In few nanoseconds the/ g (r)
water(R;=2.188 nm. Also, we have found that,,c=1500is  potential converges to an optimal form, that is, it does not
a good compromise between efficiency and accuracy, correshange significantly anymore. To obtain a reliakgg(r)
sponding to an average tessera area of £0We did not  function in an efficient manner, care should be taken in the
observe significant differences in our results with a muchchoice of the Gaussian parametigs o, andh. In this work,
larger number of tesserd®,.s=3840. The cavity surface we have obtainetlV, 4, from a 4 ns simulation, updating the
has been partitioned using an improved GEPOL procetfure. Gaussian height;, every 20 ps and performing an average

TABLE I. Simulation conditions and input parameters.

No. molecules Boftype; dimension Long-range int et
MF 1116 Sphere; 2.0 nriradiug All pairs 78
Cutoff 2180 Cubic; 4.021 86 nm 1.5 Am
GRF 2180 Cubic; 4.021 86 nm 1.5 nm+RF 78
PME 2180 Cubic; 4.021 86 nm Grid 3535x 35; Fourth ordér o0
PME2 7280 Cubic; 6.023 3 nm Grid 5252 52; Fourth order 70

“Radius of cutoff.
PRadius of cutoff plus reaction fieltRF).
‘Number of grid points; order of spline functions.
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over the last 2ns. We have found th&,=80, o  cutoff radius(Cutoff), a generalized reaction fiel GRP),°
=0.0125 nm, anch=0.01 kJ/mol are appropiate values for and a particle-mesh Ewald meth¢@ME)*’ (see Table | for
the liquid system considered. detaily. The dielectric constant of the external medium in
GRF and PME simulationss™, was chosen in agreement
with the values reported in literature: 78 for GRF and infinite
for PME. An additional PME simulatioilPME2) with e‘fX‘
The treatment of the cavity boundaries, rather than gen=70, which is the relative dielectric constant as obtained by
eral, is to be regarded as an ad hoc method satisfying tWpME simulation of SPC watesee Sec. Ill A was also per-
main requirementg1) keeping the molecules confined into a formed. For the MF simulations, we have choséi{=78.
spherical cavity of fixed radius an@) moderating the un- Al simulations are 10 ns long. Furthermore, aqueous solu-
wanted boundary effects that any physical surface necessafons of Na and Cl ions and acetone have been studied with
ily implies. Also, it should be noted that the method pro- MF model (using the same cavity sigeand GRFions) and
posed is the result of an optimization process for simulationpME (acetong In particular, three charge stateps0.0, q
of SPC water at normal conditions and hence, different0.5, andq=1.0, for Na and twogq=-0.5 andq=-1.0, for
choices could be more appropriate for other molecular syse| have been examined.

tems and/or physical conditions, e.g., density and tempera-  All simulations have been performed, in double preci-
ture. The confinement is realized by means of a rigid cavitysion, with a modified version of theroMACS® simulation
surface, with a radius oRs=2.0 nm, on which molecules package, which includes, for the purpose of this work, the
undergo elastic collisions. The trajectory of a colliding mol- MF model and the Gaussian isokinetic thermoStailso,
ecule is then modified with respect to its center of masshe cromacs® force field has been adopted with the excep-

motion to avoid any effect on the molecular rotational mo-tion of the acetone intra and intermolecular potentfals.
tions. Inside the cavity, 1116 SPC water molecules have been

placed, corresponding to a density @£55.32 mol/l. Note

that the presence of this “constraint” will not alter the statis-!!l: RESULTS AND DISCUSSION

tical mechanical consistency of the whole system as defined. pyre water

in the previous sections. )

Other options were examined to avoid strong deviations, 1€ré We present the results of a comparative study on
from the bulk behavior close to the cavity boundary, such adduid water between MF and PBC methods. We have
the use of multiple rigid surfaces that keep trapped the outgidopted the SPC water model at the typical liquid density
layers of molecules or the addition of a surface tension ternfd t€mperature, but it should be noted that the MF approach
to the mean field. However, the proposed solution gave th& not limited toa s_p§<_:|f|c molecular mode_l and could also be
most satisfactory results and, besides, we observed that tHgPlemented irab initio molecular dynamics.
properties of the inner part of the molecular system are not N the following, physical properties are evaluated glo-

really affected by a different treatment of the boundaries. Pally as well as locally, in order to show the effect of differ-
ent boundary conditions. In the latter case, we have extracted

) ) ) inner spherical regions of growing dimension, starting from
E. Simulation details the center of the simulation box.

A set of NVT molecular dynamics simulationgp First, we have examined the average local density and
=55.32 mol/l; T=300 K) of SPC* water were performed the molecular dipole orientation in the MF simulation. In
using the MF model and three periodic boundary conditiongleneral, deviations from liquid bulk behavior are expected
methodologies. The latter are: a method based on simpl@nly in proximity of the physical boundaries. In Fig. 2, the

D. Boundary treatment

57.0 8 T T T T T T T T

5651 o B

56.0 —

555
55.32

Density (mol/1)

<6> (degree)

55.0

545

54.0 —

535 . L . l . L . 1 . L . I | | | | | |

0.5 075 1 12 1.5 1.8 -80 3 075 1 125 13 175 5
Radial distance (numn) - e .25 5 5

(&)

Radial distance (nm)
FIG. 2. Average local density. The horizontal dashed line is the density of
the overall systent55.32 mol/) and the two dotted lines indicate a devia- FIG. 3. Average molecular orientation with respect to the radial direction.
tion of 0.5%. Error bars correspond to a single standard deviation. (6y=0° corresponds to a completely random orientation.
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FIG. 4. Oxygen—oxygen radial distribution functions of water. FIG. 5. Eigenvalues of the spatial density covariance matrix built from 20

concentric spherical layers up to a radius of 2.0 nm.

average local density computed in spherical layers of 1 A
width is reported. It is evident that the density is within the 2ge molecular potential energynolecular excess internal
statistical errors equal to the overall densiB6.32 mol/),  €nergy, U,y the molecular heat capacitynolecular excess
and in any case the deviations are smaller than 0.5%. Thigeat capacity Cy, the diffusion coefficientD, and the inter-
result supports the effectiveness of tiiéq, potential in nal dlelectr‘!fl: constantss'r”t, as obtained from total dipole
moderating the unwanted boundary effects on the solvenfluctuations.” The results for all methods are summarized in
Another effect due to the spherical boundaries, which isTable Il. The effect of the mean field is taken into account
more relevant for a strongly associative liquid like water, is a8X@ctly in Uy, i-€., including the average interactions be-
partial reorientation of the outer molecules with respect to 4veen the explicit molecules and the dielectric outside the
radial direction: the tendency to form a favorable hydrogen<cavity. Cy has been computed via the fluctuationsigf,
bonding pattern results in a not completely random orienta?hich is a physically rigorous method for PBC simulations
tion of the molecules close to the boundaries. The averag@Nd just an approximation for MF. Nevertheless, we think
angle(6), between the water molecular dipole and the radithat_ such an approximation Is negligible compared to the
distance vector pointing to the molecule center of mass fronstatistcal noise. _
the center of the cavity is plotted in Fig. 3. Itis clear that the 1 N€ €xCess internal energies are comparable as reported
deviations from the optimal behavio9)=0°) are quite lim- N Table Il, showing a higher energy for Cutoff, -42.2, and a
ited and(6) reaches a maximum value of about 4°. smaller energy for MF, —40.4, with respect to GRF1.6
Our comparison of the four methodologiédF, Cutoft, and PME(-41.5 which are almost equal. The MF result is

GRF. PMB starts by considering a structural property, SuChmainly af_fecte_d by the approximations in the (_:omputation of
B y 9 broperty the reaction field free energW,e, as stated in Sec. Il B.

as the radial distribution function. We have observed virtu-_ ) ) -
Briefly, the short-range interactions between the explicit mol-

ally identical oxygen-oxygen RDFs in all casese Fig. 4, . . .
which means that structural properties are almost indeper?—CUIes close to the boundary and the dielectric continuum are

dent of the treatment of long-range interactions. Also, we
have analyzed the spatial density correlations via the covari- 1°
ance matrix of the density fluctuations for 20 concentric
spherical layers and, by its diagonalization, the correspond- ;4
ing eigenvalues have been computed and are reported in Fi

i~
on

5. The layers are chosen with the same voluf@pproxi- g
mately the same average number of moleguligsto a radius Lé 06
of 2.0 nm. All the different simulations provide a good gen- &

eral agreement. Note that the last eigenvalue of the MF simu-§
lation is zero because of the constraint on the total number 0
molecules. In Fig. 6, the normalized autocorrelation functioné
of the molecular dipole moment is reported. Within the sta- § 02
tistical errors, which are omitted in the plot for clarity, the
same behavior is observed with the exception of the Cutoff
simulation.

04

00

L | L | 2 | L | L | 2 | . | L | L |
In order to compare the different simulation methods and 0 2 4 6 8§ 10 12 14 16 18

T
to understand the reliability of the MF approach proposed, me (pe)

we have evaluated other typical properties such as the aver-  FIG. 6. Molecular dipole moment autocorrelation functions.
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TABLE II. Thermodynamic properties of water. simply the volume of a sphere of radius 2.0964 A, which
corresponds to the largest distance observed during the entire
simulations by an atom from the center of the cavity. In any

Upot (kI/mo)  C,° (Iimol K)  D° (10°° cn?/s) e

MF -40.4 55.642 4.3 69.1+2.0 case, we are confident that other possible choices of this
Cutoff -42.2 54.4+2 4.4 43.0+18 volume will not lead to a deviation from the reported value
GRF -41.6 51.2+2 4.5 67.3£2.0 (69.1) larger than the statistical error. As expected, the Cutoff
PME -415 50.1+2 4.3 69.2£2.0 value, 43.0, is unrealistic, due to the approximations in-
*The average molecular potentia| energy. VOIVed in SUCh a mOdel, Whereas GR}?S‘) a.nd PME(693
®Molecular heat capacity. give similar results to previous studfés and agree quite
“Diffusion constant. well with MF value, 69.1.

d . . .
The internal dielectric constants. . . .
Finally, the local dipole fluctuations per molecule are

plotted against the distance from the center of the box in Fig.
underestimated to some degree. An higher energy value, in. Note that the data refer to subsystems contained in spheri-
agreement with GRF and PME, can be obtained by increasal regions of increasing radius, and not in spherical layers as
ing the number of tesserae partitioning the cavity surface atised previously. Cutoff results are again completely mean-
the expense of a greater computational effort. However, it isngless and, hence, are omitted for clarity. The use of GRF
worth to note that a value of —41.5 is obtained if we consideimproves the regularity of the plot, but the values obtained
an internal region of radius 1.8 nm, that is, excluding the firstare significantly lower than MF and PME, and are approxi-
most external water layer. mately constant in the range between 0.6 and 1.4 nm. The
Also, the excess heat capaciti€s,, show a reasonable MF model provides an initial increase of the dipole fluctua-
agreement for all methods. Note that the same propertyions, followed by a rangérom about 1.2 to 1.8 nirwhere
evaluated as derivative of the temperature gives a value ahe curve is basically flat within the statistical noise. Finally,
54.7 J/mol K for MF, which is not different from 55.6 within significant deviations are observed when the molecules be-
the statistical errors, and supports the internal consistency @nging to the outer layers are included in the statistics. In
this methodology. We have observed a very similar mobilityparticular, the lack of short-range interactions decreases dra-
of the water molecules in all simulations, as shown by thematically the friction between molecules and, as a result, the

diffusion constant values. Remarkably, the diffusion constangipole fluctuations are considerably enhanced. In the case of
of MF computed from the overall syster=4.3, agrees
well with that evaluated only in an outer region of the cavity
between 1.6 and 2.0 nnR=4.5, which means that the dy- (@)
namical behavior of water is homogeneous throughout the 3[ — MF
whole spherical box. ' - - GRE
The dielectric constants;™, as derived from the dipole 2
moment fluctuation$! are reported on the last column of
Table I1. It should be noted that in the case of Mff de-
pends somewhat on the definition of the volume which en-
closes all the explicit charges, not just the center of mass ol

the water molecules. For such a reason, we decided to us _ o L

1+

W

21
201 /I
r /

/

19

™
I

— MF !
...... GRF /
--- PME /
== PME2 /

2

Dipole Moment Fluctuations (Debye™)
>
T

._.
=
T
—_
I

,_.
=N
1

Radial Distribution Function

O
T
<

,_.
N
T

— MF

13
I ---- GRF

12~

1 ! 1 1 1 ! 1 ! ! 1 1 ! ! 1 1
06 07 08 09 1.0 1.1 1.2 1.3 14 15 1.6 1.7 1.8 1.9 box -
Radial distance (nm)

FIG. 7. Dipole moment fluctuations per molecule. The values refer to aver- 1 (nm)

age fluctuations computed in spherical region of increasing size. Last points

(box) are the overall dipole moment fluctuations. Error bars correspond to &IG. 8. Sodium—oxygen radial distribution functions. The sodium ion
single standard deviation. charge is(a) q(Na)=0.0, (b) q(Na)=0.5, and(c) q(Na)=1.0.
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@) expected, it is not affected by the changeBt. On the other
tin — MF hand, the plot of the dipole fluctuations is in very good
- --- GRF agreement with MF, as reported in Fig. 7, at least up to
5L 1.8 nm: it shows the same plateau from about 1.2 nm. This

result suggests that the external medium can influence sig-
nificantly the internal local dipole fluctuations as well as the
system size. Further, it is worth noting that the global dipole
fluctuations value for PME2, 13.6%Dis higher than the pla-
teau value, 12.0 B Such a discrepancy could be determined
by the limited size of the simulation box as well as by the
long range correlation effects due to the periodicity of the
model. However, further studies are necessary to clarify this
point.

Radial Distribution Function
[l

B. lon solutions

The MF model parametrized for pure water as described
in Sec. Il has been applied to study aqueous solutions of
sodium and chloride ions at ambient conditions. In particular,
we have performed three simulations of the Na—water system
FIG. 9. Chloride—oxygen radial distribution functions. The chloride ion With different ion chargesg(Na)=0.0, q(Na)=0.5, q(Na)
charge is(a q(Cl)=-0.5 and(b) g(Cl)=-1.0. =1.0, and two Cl-water simulations wittCl)=-0.5 and

g(Cl)=-1.0. In all cases, the ion position has been fixed at
PME, we observe a similar initial trend, though no apparenthe center of the spherical cavity. In order to compare MF
plateau, as seen in the MF simulation, is present. Instead, thresults with standard PBC methods we have simulated the
dipole fluctuations increase monotonically until all the box issame systems using the generalized reaction fi@&RF
consideredlast poin}. Such a behavior could be the effect method. In Figs. 8 and 9, the lonQ radial distribution
of the external dielectric medium, which virtually acts as afunctions are reported for both MF and GRF. As expected,
conductor because ef*'is set to infinite. In such conditions, the structural properties are not affected by the choice of the
both the global and, consequently, the local dipole fluctuaMD boundary conditions and all the simulations give very
tions are enhanced. Two possible alternatives can be fokimilar results. Furthermore, we have examined the ion sol-
lowed to deal with this problem. One is to enlarge the boxvation energy by computing the intermolecular interactions
such as the local properties can be regarded as indistinguishetween the ion and the explicit water molecules contained
able from those of a macroscopic liquid system. The seconth a sphere of radius 2.0 nm centered at the ion position. In
is to set a finite dielectric constant for the external mediumTable IIl, we report the density ((Ny.+1)/V), the electro-
As a compromise, we performed a simulation of a largerstatic potential ¢ with its fluctuations 0?(¢), and the
system(PME2), with 7280 molecules and 6.0233 nm edge, Lennard-Jones interaction enerdy. Note that the density is
and we set the value an‘:70, which roughly corresponds fixed for MF simulations, e.g., all water molecules are in-
to the dielectric constant previously obtained with Pi&Ee  volved in the calculations, whereas it can slightly vary for
the last column in Table )I In this new PME simulation, the GRF, where a spherical sample is extracted from the rectan-
calculated dielectric constant, 68.8, is, within the statisticalgular box. Also, we have neglected the mean field contribu-
noise, the same as the previous PME val6@.2) and, as tions to¢ andUj;, in such a way to compare these properties

r (nm)

TABLE lIl. Comparison between MF and PBC results for sodium and chloride ion solutions.

p (Nyart D/V), ¢, 0?(¢p), and U, are, respectively, the density, the electrostatic potential at the ion site, the
fluctuations and the Lennard-Jones ion-water interaction energy. All results refer to a subsystem included in a
spherical region of radius 2.0 nm centered at the ion site. The estimated errors from block averages for
(), and U are, respectively, 5, 100, and 0.3.

Solute Chargée) Method p (Nnm3) ¢ (kd/mole) o2 () Uj; (kd/mo)

Na 0.0 MF 33.273 -20.9 1990 -0.16
Na 0.0 GRF 33.343 -32.2 1990 0.2
Na 0.5 MF 33.273 -414.8 2170 11.8
Na 0.5 GRF 33.353 -425.5 2600 12.2
Na 1.0 MF 33.273 -865.8 2200 47.8
Na 1.0 GRF 33.374 -868.9 2240 46.3
Cl -0.5 MF 33.273 280.5 2020 -1.8
Cl -0.5 GRF 33.290 267.7 2010 -1.8
Cl -1.0 MF 33.273 660.6 1910 -2.3
Cl -1.0 GRF 33.312 635.1 2060 -2.2
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TABLE IV. Comparison between MF and PME results for an aqueous so-
lution of acetonep ((Nyut+1)/V), Uy and o?(U,) are, respectively, the
density, the acetone-water electrostatic energy and its fluctuations, and refer
to a subsystem included in a spherical region of radius 2.0 nm centered at
the acetone carbonylic carbafu) is the acetone dipole moment ahg, is

the average number of hydrogen bonds. The estimated errors from block
averages fotJ, and o?(Uy) are, respectively, 0.4 and 6.

p (nm3) Ug (kd/mo) o2 (Ug) (w) (D) Nhp
MF 33.184 -49.1 223 4.85 2.14
PME 33.240 -47.5 242 4.85 2.13

consistently. We observe an overall good agreement between
MF and GRF results within the statistical errors. The devia-
tions in o?(¢) are probably due to the slowly convergent
behaviour of this property.

C. Acetone

The MF model has also been used in a simulation of an
aqueous solution of acetone, as a test model for a more com-
plex solute. The acetone molecule was placed at the center of
a spherical cavity of the same dimension seen above and
solvated with 1111 SPC water molecules((Nyz+1)/V
=33.184 nm®). The roto-traslation motions of the solute
have been removed during the dynamics using the method
described in Ref. 45. Analogously, we have performed a
simulation of the same system in periodic boundary condi-
tions with PME method. In Fig. 10, the @O, and
Oacr—Hyat RDFs are reported for comparison: the results for
MF and PME are practically undistinguishable. Also, a very
good agreement has been observed in the hydrogen bonding
arrangement between the carbonyl group and water as shown
by the Q.—H,a distance distribution[Fig. 11(a)], the
O,c—Hwar— Owar @angle distributior{ Fig. 11(b)] and the aver-
age number of hydrogen bondll,,=2.14 (MF) and Ny,
=2.13 (PME). All these results along with a very similar
acetone geometry conformatigresults not shownconfirm
that the structural properties of the solute-solvent system
seem to be unchanged.

In Table IV, we report the average densipy, ((Nyar
+1)/V), the acetone-water electrostatic enetdy, with its
fluctuations, o?(U,), the acetone dipole moment and the
number of hydrogen bond#y, Note that, similar to what
was seen in the previous section, both energy and density
refer to a spherical region of radius 2.0 nm centered at the
carbonylic carbon atom. No reaction field term has been
added toUg and 62(Uy). All the results show a remarkable
agreement and support the use of the MF model in treating
solute-solvent systems.

IV. CONCLUSIONS

In this work, the use of a mean field based approach
(MF) has been exploited to perform molecular dynamics
simulations of liquid water and simple aqueous solutions. To
this end, charged solutes, like sodium and chloride ions, and
a strongly dipolar molecule, like acetone, have been studied
as test systems at ambient conditions.
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