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In this paper, we investigate the first step of the copjaimnc superoxide dismutase enzymatic cycle, involving

the binding of a superoxide anion, the transfer of one electron toward the copper, and the simultaneous
detachment of His63. By means of combining the perturbed matrix method (PRIMng. Phys. Let2001,

365 450—-456] with basic statistical mechanical relations, presented in the accompanying paper, we describe
the coupling between these chemical events and the atomic motions of the complex environment of the reaction
center. Results clearly show that the protesolvent environment fluctuations are essential to understand the
reaction mechanism which is based on the concerted rupture of the edpgiidine coordination bond and

the copper-superoxide bond in the active site.

Introduction to occur at all. This last mechanism has been recently
experimentally ruled od#~16 confirming the occurrence of the
first hypotesis. The great difficulty in understanding the CuzZn-
SOD reaction mechanism, as for any enzymatic reaction, is due
to the chemical complexity of the reaction steps involved and

Copper-zinc superoxide dismutase (CuzZnSOD) is a homo-
dimeric proteid—3 which catalyzes the superoxide anion (P
disproportionation.

+ - it their coupling with the atomic and molecular motions which
Cu + O Cu+0, (@) influence and modulate the reactivity. We have addressed this
cu' +0, +2H' —H,0, + Ci#* ) problem with the use of a theoretieatomputational approach

(described in the preceding paper presented in thisi§sbased

Each subunit contains one copper (Cu) and one zinc (Zn) N the combination of the recently proposed perturbed matrix
distorted square planar geometryOne of these histidines ing the. reaction free energy surface and relateq electronic
(His63) formally exhibits a negative charge and acts as a bridge Properties in complex molecular systems. The main feature of
between Cu and ZhThe role of these atoms is known to be PMM is the capability of treating the electronic properties by
substantially different. The Zn atom does not directly participate Means of quantum mechanical first principles and molecular
to the catalytic process and has a structural stabilizatiorfrole, Simulations and proved to be rather efficient for reproducing
while Cu plays an essential role in the enzymatic catalysis. the UV—vis spectroscopical signals of a variety of systems
Understanding the details of the catalytic mechanism of Cuzn- anging from small moleculésto biomacromoleculé$2?in
SOD has been for a long tiné; 81911 and still i#12 at the solution. In this paper, we report the chemical description of
center of a very active interest. In this respect different plausible the first step of the enzymatic reaction of CuznSOD: the-©
mechanisms have been proposed. According to the most widelyCW" binding event, the following electron transfer, and‘Cu
accepted;®? in the first step (1) of the reaction the,Ois His63 bond breaking.
oxidized by Cé@" to molecular oxygen (§. Subsequently (2),

a second superoxide anion is reduced by"Qa produce Methods

hydrogen peroxide. In this mechanistic schéhane of the In the first step of the present study we carried out a classical
crucial points is the breaking down of the coordination bond molecular dynamics (MD) simulation of human dimeric Cuzn-
between the Ctiand the nitrogen of the His63 imidazole, just SOD with O~ bound to the Cu, at one of the two active sites
coincident with the superoxide oxidation. An alternative pic- of the enzyme. Since no crystallographic wild-type structure is
ture!®!*has suggested that the superoxide anion arid Gy available, we used for the simulation the structure of a
form a stable intermediate state which, therefore, oxidizes a crystallized mutant (PDB code: 1SPPwith the biochemical
second superoxide molecule. In this second mechanistic schemegctivity considered equivalent to the wild-type 6¥&5More-

the rupture of the bond between Cu and His63 does not needoyer, in the absence of the structure of thg @-CuzZnSOD
complex, we used for modeling the Cu superoxide core, an

:TO.WhOT‘? the correspondence should be addressed. available structure of bovine CuzZnSOD complexed with an
Universitadi Roma “Tor Vergata”. . . . .

* Universitadegli studi dellAquila. azido group (PDB code: 1SX% which was substituted in our
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frozen in its absolute energy minimum geometry. We wish
herein to remark that the level of quantum chemical calculations
used to describe the unperturbed CHS was selected because of
its capability of including, with a relatively low computational
cost, the electron dynamical correlation, which is very important
where a chemical process is concerned. Moreover, it had already
been applied in the past with good results on molecular systems
containing one or more Cu atorffs*6-51 With this procedure
we calculated the ground unperturbed reaction surface for the
CWw+—0,~ covalent binding and for the initial HisCu bonds
rupture. In correspondence of each of such configurations, we
subsequently carried out configuration interaction calculations
with all the single and double excitations (CISD) for describing
the unperturbed excited states. The B3LYP vectors, and not the
usual Hartree'Fock (HF) ones, were utilized for this purpose.
We adopted this computational scheme on the basis of a
Figure 1. Picture of the quantum center (CHS) we used for quantum preliminary calibration of the method carried out on a series of
chemical and PMM calculations. model biomimetic inorganic systerfistructurally rather close

to the CuzZnSOD active site, for which we tried to reproduce
by Zn, Cu, Q7, by the four imidazoles of the copper the UV maximum absorption. The B3LYFCISD calculations
coordinating histidines, by the two imidazoles of the zinc provided better results than the HEISD ones. The ground
coordinating histidines, and by the zinc coordinating aspartate) and the first seven excited states were therefore taken into
were reevaluated through quantum chemical calculations usingaccount for building the perturbed Hamiltonian matrix to be
a density functional theory-based approach. Such atomic chargesised in PMM as described in the accompanying paper. Briefly,
were used in the MD simulation. In particular the KetBham  the perturbed Hamiltonian matri of the quantum center on
orbitals of the above structure were optimized using the hybrid the Born-Oppenheimer (BO) surface is
B3LYP functionat”28in conjunction with a 3-21G atomic basis
set? These orbitals were then used for evaluating the point H=HA’+ g 71T+ 2Z,+ AVI (3)
charges adopting the CHelpG protoédAll the other elements
of the force field were taken from the GROMOS96 force figld. ~ whereH? is the unperturbed Hamiltonian matrix of the quantum
The molecule was immersed in a rectangular box with sides center constructed via the CISD calculations including the
aligned along its principal axis, filled with 10372 spc water ground-state plus seven excited statgsis the total charge of
molecule&? and nine sodium ions in order to retain the charge the quantum centery’is the perturbation electric potential
neutrality. After an energy minimization and a dynamical exerted by the environment on the quantum cerifgiis the
relaxation of the system, the productive run was carried out in perturbation matrix provided by the inner products between the
NVT ensemble for 14 ns. The time step was 2 fs, and the unperturbed transition dipoles and the perturbing electric field,
temperature was kept constant at 300 K by the isoGaussianandAV approximates the perturbation due to all the terms from
algorithm32 Periodic boundary conditions were systematically the quadrupoles on, as a simple short-range potential. It is worth
applied and long-range interactions were treated using theto note that at each MD frame the electric potential and field
particle-mesh Ewald methé&t with the fourth order cubic exerted by the environment can be calculated and the perturbed
interpolation. Nonbonded short-range interactions were evalu- Hamiltonian matrix diagonalized. Hence a trajectory of the
ated within 0.9 nm cutoff radius. The algorithm SHAREvas perturbed eigenvalues and eigenvectors is obtained. Such a
used to constrain bond lengths and the roto-translational calculation, if carried out along predefined reaction coordinates,
constraint of the solu#é was also adopted in the simulation. provides the free energy chang®) and the related electronic
The parallel version of the GROMACS package was used for properties (¥p(d) at a generic poing, of the reaction coordi-
obtaining the trajectory, and it was also used with a certain nates’
number of our own routines for analyzing the trajectory.

The application of PMM can be carried out provided that a AA = —KT In[g /A€ (4)
rather reliable description of the unperturbed, i.e., in vacuo, !
quantum center is available. In this study we defined as quantum @ PAetary ')Xb[j
center the HigCuO,~ (CHS) complex (Figure 1), where in order Dl = : (5)

to increase the level of the quantum chemical calculations the @%A(e%qﬁ)[ﬁa

Zn was replaced by a proton. This choice, which at a first sight

could appear rather questionable, can be justified by the presence In the previous equationg' is the eigenvalue of the

in the literature of previous theoretical studies in which the same perturbation matrixZ;, A(e' + gr7’) provides the energy
approximation has been successfully adopted for simulating thechange, for each MD frame, due to the transition along the
CuznSOD reactioff and related equilibrium properti€sFirst reaction coordinates, anfl, is the position of the reaction

of all we optimized the geometry of CHS using the B3LYP coordinates used to obtain the statistical ensemble, i.e., used in
functional and the 3-21G basis set for all the atoms with the the MD simulation. Moreover, the subscripf and the zero
exception of the @ and copper, for which the more extended superscript of the averaging operator means that the average is
6-3114-g(d) basis sé#3°was adopted. Therefore, starting from taken in the statistical ensemble where the reaction coordinates
the absolute potential energy minimum, we selected three mainare fixed aty, with the quantum center in its ground vibrational
internal coordinates (reaction coordinates): the-Ou, His63— state. Note that the use of a frozen quantum center, except for
Cu, and His126-Cu (His120 is one of the other three copper the explicit reaction coordinates considered, is not at all required
coordinating histidines) distances. The rest of CHS was kept by our approacH-1°but allows for a simple and reliable PMM
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application when we deal with rigid or semirigid quantum
centers. The perturbing electric field, used to construct the
perturbed Hamiltonian matrix utilized in PMM, was obtained
at each MD configuration by the atomic charges within the
simulation box (excluding CHS charges). The above procedure
was carried out for both the triplet and for the singlet magnetic
states. To investigate the relation of the reaction free energy
surface and related electronic properties with the conformational
transition of the enzyme, we evaluated them as a function of
the generalized conformational coordinates provided by the
essential dynamics analysis oro@notions?%43 All the quantum
chemical calculations for the unperturbed system (isolated CHS),
were done using the Gamess pack&ge.

Results and Discussion

In the first part of our investigation, we focused our attention
on the structural and dynamical features of CuZnSOD. For this
purpose a 14 ns MD simulation was carried out. The time course
of the root-mean-square deviation (RMSD) of thenGtoms
with respect to the initial structure shows that within 4 ns a
stable RMSD of 0.2 nm is reached, indicating that the system
is equilibrated. This is the necessary condition for evaluating
whatever property including, like in the present case, the free
energy surface associated with the electron transfer. The smal
RMSD suggests that at least with the presently employed force
field, CuzZnSOD in water at 300 K does not undergo dramatic
structural changes. The MD trajectory also revealed that CHS
has a rather rigid structure which, as mentioned in our previous
articles?°-22 represents a necessary condition for a straightfor-
ward application of PMM.

As described in the methodological section, B3LYP calcula-
tions were used for obtaining the unperturbed binding reaction
surface starting from the energy minimum of the CHS complex
and changing the CuO,~ distance, in the range 2.6 A.
Such a minimum, obtained by fully optimizing the structure on
the triplet surface, shows a €@, distance equal to 1.995 A
in good agreement with Parrinello’s resuifdNote that within
our approximatiok’-?! the potential energy and free energy
reaction surfaces are identical for the unperturbed condition.
We wish to remark that, although investigated, the singlet
surface will not be outlined in this paper as it is systematically
energetically much higher than the triplet and theferore not
important when a thermal reaction is concerned. From the
analysis of the B3LYP results it emerges, as expetiddat
the electron transfer does not occur at any position of the
unperturbed binding reaction surface. In fact, when the-Cu
O, distance decreases from 2.6 to 1.995 A, an energy variation
larger than 70 kJ/mol is observed, but no electron flux toward
copper is present (the total Mulliken charge of the superoxide
ion, in electron units, remains basically abet.6, and only a
slight electron flux toward superoxide is observed). From our
calculations, it turned out that the chemical bond between
superoxide ion and copper is mainly due to the overlap of the
dyy orbital of C#*, containing the unpaired electron, with the
singly occupied @ antibondingr* orbital. The G~ lone pair,
on the other hand, remains in the symmetry unfavaréd
orbital. Moreover within the sampled reaction surface, the spin
density at the nuclei does not undergo significant changes,
remaining essentially around 0.6 au on the @nd 0.75 au on
the Cu. Interestingly, the analysis of the DFT/CISD excited
states reveals that the first excitation, requiring 45 kJ/mol at
the minimum (free) energy position, essentially describes one
electron “jumping” from the @ to an antibonding orbital
mainly associated with Cu and His63, providing the electron
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Figure 2. Cu—O; binding free energy reaction surface for the

umperturbed (dashed line) and perturbed (solid line) CHS, as a function
of the Cu-0O distance.
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Figure 3. Residual dipole along CuO,~ chemical bond for the
unperturbed (dashed line) and perturbed (solid line) CHS as a function
of Cu—0O distance.
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transfer in vacuo. However, the relevant energy involved in the
excitation makes such a process basically forbidden at 300 K.
To study the reaction mechanism in the enzyme, including the
whole protein, the solvent and the effects of conformational
fluctuations, we considered two chemical processes: the Cu
O,~ binding and the concerted breaking of the histidin€s

and Cu-O;~ bonds. In Figure 2, we show the free energy
reaction surface for CaO,~ binding in vacuo (unperturbed)
and whithin the solvated protein (perturbed). From the figure it
is clear that, for this reaction step, the interaction between CHS
and the fluctuating environment does not significantly change
the corresponding reaction surface.

In Figure 3, we also show, for the unperturbed and the
perturbed conditions, the residual dipole along the-Cu~
chemical bond for the same reaction path. This observable
describes the changes of electron density in the direction of the
Cu—0,~ chemical bond, and it is obtained via

Au=(p — pe)b (6)

wherepu is the actual electric dipole at a given position of the
reaction coordinate as obtained by quantum chemical and
PMM?2! calculations ures is the dipole at the same position of
the reaction coordinate obtained using the unperturbed charge
density at a reference €D, distance (2.6 A) and is the

unit vector defining the CtO,~ chemical bond direction. Hence
Au provides a direct measure of the nontrivial charge density
modification involved in the electron transfer, obtained with
respect to the unperturbed reference charge distributi@n§(

au for the superoxide ion)Au < 0 implies a negative-charge

flux toward the superoxide whilAu > 0 provides a negative-

charge flux toward the copper.
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This figure shows that, as the superoxide approaches the
copper, a slight electron flux toward the Omoiety is present

< . - o
(Au = 0 andlor decreasing), although in the perturbed condition Figure 7. Three states free energy reaction surface for the reaction

a_t a 'OW?r gxte_nt. Interestingly, the pert_urbed CUrve 1s _always involving His63—-Cu bond rupture: unperturbed CHSdashed line;
higher, indicating that the protein environment stabilizes a pertyrbed CHS= solid line.

superoxide ion with a lower absolute total charge. However,

the perturbation of the environment does not significantly alter 3 '
the reaction behavior. Therefore, in agreement with previous
papersi®~12the electron transfer, along this reaction coordinate,

does not occur even in the presence of the proper atomic
environment.

To identify the possible reaction path providing the electron
transfer, we made the same calculations for the reaction defined
by the change of the histidirgCu and Cu-O,~ bond distances.

We essentially investigated, as a simple reaction path, the early
steps of histidine (His63 and His126)Cu and Cu-O,~ bond
ruptures. We have then schematized the complete reaction
surface studied into three chemical states (see Figure 4): Cu 1 2 3
O, bond heavily stretched (2.6 A, state 1), CHS in theCu Chemical State
0>~ binding minimum free energy condition (€.~ bond at Figurg 8. Three states residual dipoles along-@~ bond for the
1.995 A, state 2), and GtO,~ and histidine-Cu bonds initially reaction involving His63-Cu b_ond rupture: unperturbed CHSdashed

line; perturbed CHS= solid line.
stretched (both at 2.2 A, state 3).

The results, for the reaction involving His12Qu bond superoxide change their charges from the reference values) an
rupture (for the perturbed and unperturbed conditions), are electron transfer of about 0.6 electrons, remarkably correspond-
shown in Figures 5 (free energy) and/&u4). It is clear that the ing to the reference charge of the superoxide.
interaction of CHS with its molecular environment does not  The results presented show that the protaiolvent environ-
provide any relevant effect and hence, like in the unperturbed ment exerts a dramatic effect on the chemical reactivity of CHS,
condition, no electron transfer is present. On the other hand, inducing and thermodynamically stabilizing the electron-transfer
by inspecting the results for the reaction involving the His63  reaction which, on the other hand, cannot take place in the
Cu bond, we do observe a dramatic effect of the protein and isolated CHS. Moreover, the free energy change for the
solvent interactions on CHS free energy surface (Figure 7) and concerted CtO,~ and His63-Cu bond disruptions implies that
residual dipole (Figure 8), clearly showing that the electron the reaction mechanism of the electron transfer is based on their
transfer occurs only in the perturbed CHS. Moreover, the simultaneous breaking (stretch of the His@3u bond only,
remarkable negative free energy change coupled to the electrorwhich does not provide electron transfer and is associated with
transfer, due to the concerted €0, and His63-Cu bonds an almost zero free energy change). These results explain the
stretching, implies that such a reaction proceeds spontaneouslyemarkable efficiency of the enzyme activity, based on a reaction
at high speed. Note that from Figure 8 in the chemical state 3 mechanism essentially defined by two chemical steps: first a
the residual dipole provides (considering that only copper and large free energy decrease drives~Qo bind Cu with no

-100 L
1 2 3
Chemical State

Residual Dipole (a.u.)
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A [T . . positive average electric fields projected along the Gudeand,
- ’;: 9 11 b ] hence favoring the electron transfer. On the other hand Lys 128,
il e e ] His 71, and Lys 136 are clearly inhibitors of the reaction as
2 9 1t 4 they are associated with large negative average projected fields.
5 15} 17 1 Interestingly, most of such residues present also the largest field
§ oi: 10 ] fluctuations suggesting that their effect on CHS is exerted not
R A S O N -] only as a static one but also as a pattern of relatively large field
" st 11 ] fluctuations. It is worth to note that in previous literattfré?2
S : : : the active site proximal arginine (in our case Arg 143) was
Wy e assumed to inhibit the electron transfer on the basis of the in
Y I B e J vacuo quantum chemical calculations, where such a residue was
f modeled by an ammonium ion fixed at the corresponding crystal
20 position of the uncomplexed (bovine) SOD. Our results clearly
?40- 1t | show that the proximal arginine, when treated within the explicit
5 fluctuating protein-solvent system and in the presence of the
£ 80 11 p 1 ligand bound, considerably favors the electron transfer step via
sl ° I ] its perturbing electric field. Note also that, as expected, only
2012 3 003 006 000 00 00is the residues of the subunit where the-G~ complex is
eigenvector | (nm) projected electric field (a.u) present influence significantly the chemical process and the

solvent, although showing a rather small average perturbing field
and corresponding standard deviation, provides a nonnegligible
effect.

Figure 9. Free energy difference for chemical state 2 to chemical state
3 transition (panels c, d) and residual dipole along-O4~ bond in

chemical state 3 (panels a, b), as a function of (left) the position along
the first C-a. eigenvector and (right) the perturbing electric field along .
Cu—0; bond: solid line corresponds to the stretched His68 bond; Conclusions

dashed line corresponds to the stretched His¥20 bond. In this paper, we studied the superoxide anion binding and
electron-transfer involved, and subsequently, a second everSuPsequent Ct reduction representing the chemical processes
larger negative free energy change forces the electron transferOf the first step of CuZnSOD catalytic cycle. Such a complex

reaction mechanism explains well the experimentally observed y ’ P y

diffusion rate-limiting step, evidenced in our calculations by and theoretically, but its mechanism was not still completely

the absence of any transition state and actually suggests thaPnder_StOOd as the theoretlca_l approac_hes used_ were not at_)le _to
describe the essential chemical step involved in this reaction:

this reaction can be considered as an effective concertedthe electron transfer. By means of combining PMM with

chemical process. e ) : .

To investigate explicitly the relation of such a reaction path stat|§t_|cal mechamcal relat_|ons, we _addressed this proplem
with protein conformational fluctuations, we calculated the free explicitly modeling the coupling occurring bet_ween the reaction
energy change upon these bonds stretching (with respect to theilcen?er and the ?tomlc and rr;olecular ﬂuctuatlonhs of its ct;)mplex
equilibrium binding conditions) and the final residual dipole epfwronmer_]t (ﬁ € pr?terﬁzo_ vent s?/stem). Such pe_rtulr alt'VT
(at chemical state 3) as a function of both the perturbing electric effects, typ_|cahy neglected in usu:; qllJanTurg chemica Cefl cu ?1-
field projected onto the CuO,~ chemical bond and the position tions, are in the present case absolutely determinant for the
along the first Ce: eigenvector, describing the main conforma- °ccurrence of the electron transfer. From our results clearly .

emerges the two-step reaction mechanism generally proposed:

tional fluctuation of the backbone, as obtained by essential |, g first a large free enerav decrease drives @ bind Cu
dynamics analysf8** (see Figure 9). From the figure it is with no electrc?n-transfer ing\]/)c/)Ived and subs?uentl a second
evident that the main protein backbone conformational fluctua- even larger negative free energ;y/ change foqrces tyh’e electron
tion as well as the projected perturbing electric field, signifi- transfer via the concerted GO,  and His63-Cu bond

cantly modulates the thermodynamics of the-@j and disruptions. Interestingly, conformational fluctuations, although
His63—Cu bonds stretching (free energy variation up to 35 kJ/ P ) gy, . ) 9
rather relevant for the free energy associated with the electron

mol), although the free energy change (panels c,d) remains 3 . o

Iarg)ely negast]ive in the whole chessib?e c(cl)onformatior)lal space.tranSfer fe?“’“"“ step, do not swltch off the catalysis in the w hole

Interestingly, the electron transfer is essentially present at all conformational space accessm_le. The enzyme henc_e IS con-

the accessible conformations of the chemical state 3 (paneISStrUCted to pTOV"?'e a well-_deflned p_ertur_bl_ng electric field

a,b). Note that the projected electric field, as obtained by the pattern, resulting in a very high catalytic efficiency. Moreover,
gy ' the decomposition of the perturbing field in residue contributions

MD simulation, is always positive, hence pushing electrons from revealed the presence of a set of kev residues stimulating or
Oz to Cu. On the other hand from the same figure it turns out inhibiting the rgaction rocess. Finall ysuch results su est%hat
that protein fluctuations do not modify the free energy profile 9 P ’ Y, 99

and the residual dipole for the €0,~ and His126-Cu bonds the theoreticatcomputational method used is very promising

stretching which remains chemically unproductive and thermo- not o_nly for a basic understanding Qf biochemical reactions_ in
dynamically unfavored in the whole accessible conformational proteins but also for use as a po?’s'b'? powerful tool to design
space new drugs and mutants of biological interest.

Finally, as evidenced by the previous results, the perturbing
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