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ABSTRACT In this paper, a method of simulat-
ing the docking of small flexible ligands to flexible
receptors in water is reported. The method is based
on molecular dynamics simulations and is an exten-
sion of an algorithm previously reported by Di Nola
et al. (Di Nola et al., Proteins 1994;19:174–182). The
method allows a fast exploration of the receptor
surface, using a high temperature of the center of
mass translational motion, while the ligand internal
motions, the solvent, and the receptor are simulated
at room temperature. In addition, the method al-
lows a fast center of mass motion of the ligand, even
in solution. The dampening effect of the solvent can
be overcome by applying different weights to the
interactions between system subsets (solvent, recep-
tor, and ligand). Specific ligand–receptor distances
have been used to compare the results of the simula-
tions with the crystal structure. The method is
applied, as a test system, to the docking of the
phosphocholine to the immunoglobulin McPC603.
The results show the similarity of structure between
the complex in solution and in the crystal. Proteins
1999;35:153–162. r 1999 Wiley-Liss, Inc.
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INTRODUCTION

The recognition (docking) process between a ligand and
its receptor plays an important role in virtually all biologi-
cal processes. Understanding the molecular basis of the
docking process would open the possibility of designing
ligands for any specific receptor.

Experimental work, and computer simulation and analy-
sis, are the main scientific tools for these studies. However,
in spite of the rapid spread of computational approaches,
stimulated by the availability of high-resolution data on
proteins, the basic problem in computational approaches
to docking and design, i.e., the determination of the
thermodynamically most favorable modes of binding, still
remains to be adequately solved.

Among others, the major problems are the following: (1)
the type of the target function used to weigh the conforma-
tions; (2) the algorithm used for an efficient exploration of
the conformational space and for the determination of the
minimum value of the target function; (3) the inclusion of
flexibility of both ligand and receptor in the calculation; (4)
the inclusion of explicit solvent molecules.

In general, simplified solutions to these problems (such
as the use of rigid conformations, shape descriptors,
simulation in vacuo, etc.) permit rapid scanning of large
structural databases, but are incomplete and often fail. On
the other hand, more sophisticated methods (based on free
energy calculations, use of flexible ligands and receptors,
and explicit solvent molecules) are computationally inten-
sive and beyond the capability of modern parallel comput-
ers. A good computational approach should include differ-
ent methods in a sort of hierarchical order: simplified
methods to rapidly scan large structural databases and
more sophisticated methods that include ligand and recep-
tor flexibility, and explicit solvent treatment, for more
detailed information.

The docking algorithms so far proposed can be distin-
guished by the complexity of the target function and by the
extent to which the molecular flexibility is taken into
account. It has to be pointed out that none of them includes
explicit solvent molecules. The target functions range from
surface complementarity,1,2 to surface area burial,3 to total
molecular mechanics energy,4 to free energy calcula-
tions.5,6 When only rigid receptors are taken into account,
the computational effort can be reduced by pre-computing
the potential energy of the receptor so that the ligand
energy has only to be evaluated for any specific ligand.7,8

Depending upon the extent to which the molecular
flexibility is taken into account, a docking algorithm can be
categorized into the following classes: (1) both ligand and
protein rigid, (2) flexible ligand and rigid protein, and (3)
both ligand and protein flexible. Early studies treated
ligands and receptors as rigid bodies,9,10 but more recent
works have included the flexibility of ligands.11–21

When the structure of the receptor complexed with a
ligand is known, it is possible to use this rigid structure for
docking studies with other ligands. However, there are
several examples where the conformation of the docking
pocket deviates significantly from the model structure.22

Moreover, the inclusion of flexibility is fundamental when
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the effects of mutations in the receptor are to be studied.
Only little effort has been expended to allow for the
flexibility of the receptor16,17,23–25, and most of the docking
algorithms in use consider the receptor as a rigid body. To
allow for a conformational flexibility of the receptors,
Leach 23 used a discrete model of side chain flexibility, and
Jones et al.16 described a genetic algorithm that encodes
the torsion of some rotational bonds. Knegtel et al.24 used
an energy-weighted average over a set of crystal struc-
tures. Although their method does not explicitly include
receptor flexibility, it permits searching over a set of
different conformations. Apostolakis et al.25 performed
conjugate gradient minimizations of already randomly
generated ligand–protein complexes. Luty et al.17 used
molecular dynamics, with an implicit solvation model,
combined with a rigid representation of the bulk of the
receptor and a mobile binding site.

Besides the important problem of structural flexibility,
another phenomenon, the presence of water molecules,
may play an important role in the complex formation. It is
well known that structures in the crystal and in solution
differ in several important respects, such as radius of
gyration, solvent accessible surface, intramolecular hydro-
gen bonds, and orientation of surface side chains. Moreover,
single water molecules may act as intermediates of hydrogen
bonds. It should be noted that full flexibility of the receptor
requires the inclusion of the solvent in the simulation; in
fact, a full flexible protein simulated in vacuo tends to
squeeze and maximize the intramolecular contacts.

Di Nola et al.13 has proposed a method, molecular dy-
namics docking (MDD), based on a modification of molecu-
lar dynamics simulations. Although this method, in prin-
ciple, allows the simulation of the flexibility of the receptor
and explicit solvent molecules, it was only applied to the
docking of a flexible ligand, the phosphocholine, onto a
rigid receptor, the immunoglobulin McPC603, in vacuo. In
this paper the extension of the MDD algorithm to the
docking of a flexible ligand onto a flexible receptor in water
is reported.

In the present approach, the initial protein structure is
taken from the crystal structure of the complex. After
equilibration, the structure of the binding pocket deviates
from the initial one, so that the present approach permits
monitoring local, even significant, rearrangements of the
protein. In this respect, it represents a step toward the
inclusion of the full flexibility of the receptor. The simula-
tion of large conformational rearrangements of the whole
protein structure is beyond present computational capabili-
ties. What is required is a treatment of large-scale modifi-
cations in a simplified way, that is, by using the essential
dynamics method.26

The MDD method consists of a separation of the center
of mass motion of the ligand from its internal and rota-
tional motions and a separate coupling to different ther-
mal baths for both types of motion of the ligand and for the
motion of the receptor. The temperatures and the time
constants of coupling to the baths can be arbitrarily varied.
Thus, it is possible to increase the kinetic energy of the
center of mass of the ligand without increasing the tempera-

ture of the internal motions of the receptor and of the
ligand, which allows complete control of the search rate.
Moreover, given appropriate values of the temperatures
and coupling constants, it is possible to have the ligand
and/or the receptor either flexible or rigid.

The results showed that, despite the presence of explicit
water molecules, the MDD algorithm permits a fast center

Fig. 1. Main interactions of the PC in the M603 Fab fragment binding
site.

Fig. 2. The simulated system is defined by a sphere of 20 Å around
the chain oxygen of the PC in the crystallographic position. C is the
position of PC in the crystal complex. A and B are the two different starting
positions used in the simulations.
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of mass motion of the ligand for the search of the binding
site. It was found that the presence of explicit water
molecules shields the interactions between the ligand and
the receptor, so that the use of different weights for the
ligand–receptor or ligand–solvent interactions were neces-
sary to overcome this effect. The average structure of the
complex in the binding region is close to the crystal
structure. As in the previous study, the docking of the
phosphocholine onto the immunoglobulin McPC603 was
used as test case.

METHODS

Let us consider a probe molecule (the ligand), that we
wish to dock onto a large receptor. Its kinetic energy with
respect to the laboratory frame is given by Ekin 5 1

2 Si mi vi
2,

where vi is the velocity with respect to the laboratory
frame. In a coordinate system with origin in the center of
mass (c.o.m. frame), the velocities are: vc,i 5 vi 2 V, where
V 5 Si mivi ⁄ M is the velocity of the c.o.m. in the labora-
tory frame and M is the total mass. The total momentum
Si mi vc,i in the c.o.m. frame is zero.

The kinetic energy in the laboratory frame can be
expressed as:

Ekin 5 1
2 oi mi v i

25 1
2 oi mi v c,i

2 1 1
2 MV 2.

Let us call these two energies internal energy and c.o.m.
energy. For an isolated molecule these two energies are
completely decoupled, as the motion of the c.o.m. can be
changed only by external forces. When the ligand interacts
with the receptor, the intermolecular forces affect both
internal and c.o.m. energies of the ligand. As a conse-
quence, there is an energy flow between these two pools of
energy and, of course, between the ligand and the receptor.
In practice, when a ligand approaches a rigid or flexible
receptor, its c.o.m. kinetic (or translational) energy is
converted into internal energy of both ligand and receptor
and it gets trapped.

Fig. 3. Mean square displacement (msd) of the PC center of mass
during 100 ps simulation in a cubic box with solvent molecules. Solid line:
MDD algorithm with temperature of c.o.m. at 1,000 K and temperatures of
both water and the internal degrees of freedom of PC at 300 K. Dashed
line: temperature of the whole system at 1,000 K.

Fig. 4. Trajectory of the center of mass of PC, starting from the crystallo-
graphic position. C is the position of PC c.o.m. in the crystal complex.

TABLE I. Partial Changes for Phosphocholine

Atom Partial charge (qe)

CH3 10.248
N 10.008
(N)CH2(CH2) 10.248
(CH2)CH2(O) 10.000
(CH2)O(P) 20.300
P 10.630
(P)O 20.600
(P)O(H) 20.528
H 10.398

TABLE II. Distances Between PC and Protein Side
Chains in the Crystal

Ligand Protein Distance (Å)

P Cz, Arg H52 4.44
P OH, Tyr H33 3.77
(N)CH2(CH2) Cz, Tyr L100 4.35
(CH2)CH2(O) Ne, Trp H107 4.04
N Cg, Asp L97 5.81
N Cg, Asn H101 5.58

TABLE III. Temperatures and Coupling Constants
of the Thermal Baths

System
Temperature

(K)
Coupling

constant (ps)

Receptor 300 0.002
Ligand (center of mass) 900–1500 0.006
Ligand (internal degrees of

freedom) 300 0.004
Solvent 300 0.002
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The MDD algorithm, as developed by Di Nola et al.,13

couples the internal and c.o.m. kinetic energies of the
ligand to two different Berendsen’s thermal baths27 with
different time constants. The translational temperature of
the ligand was chosen in the range 900–1,500 K to allow a
fast search of the receptor surface. The internal degrees of
freedom were kept at room temperature. Small values of
the time constants were chosen to control the energy flow
between the translational and internal degrees of freedom.

In the present study, the flexibility of the receptor and
explicit water molecules have been added, so that two

additional baths were introduced to keep the temperatures
of the receptor and the solvent at room temperature.

Computational Procedure

We have applied the method to the binding of the
phosphocholine (PC) to the immunoglobulin McPC603.
The binding depends on both van der Waals and electro-
static interactions. The ligand binds into a hydrophobic
pocket, with its choline group interacting favorably with
an aspartic acid (Asp L97) and an asparagine (Asn H101)
at the base of the pocket, while the phosphate end forms

Fig. 5. Trajectories of the six ligand–receptor distances reported in table II (solid line). The starting position
of PC coincides with its crystal structure. The dashed lines correspond to the values in the crystal structure.

Fig. 6. Trajectory of the center of mass of PC during the 180 ps simulation at 300 K, starting from position A
of Fig. 2 and using only one thermal bath. C is the position of PC c.o.m. in the crystal complex.
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hydrogen bonds with tyrosine (Tyr L100) and arginine
(Arg H52) groups, as shown in Fig. 1 (obtained with the
software program MOIL-View28). The coordinates of the
crystal structure of the complex between M603 Fab frag-
ment and the PC were taken from Segal et al.29

The simulation system was obtained by putting the
binding site of M603 Fab fragment and the PC (in position
A or B of Fig. 2) in a cubic box of 50 Å length, filled with
water. The PC and the water were subjected to 100 ps
molecular dynamics equilibration at a temperature of 300
K, while the protein was kept rigid. From this box a sphere
with 20 Å radius was cut around the position of the chain
oxygen of the PC in the crystal complex (Fig. 2). All the
atoms included in an inner sphere of radius15 Å were free.
The protein and water atoms included between the two
spheres were position restrained. The total number of
atoms in this system was 2874, 1204 of which were in the
inner sphere. In this way, 648 water molecules were
included in the system, 417 position restrained in the
boundary region and 231 in the inner sphere. There were
112 protein residues included in the simulation, 47 of
which were free to move. All the residues included in the
system belong to the five hypervariable loops of the
antibody binding site, as shown in Fig. 2.

The programs for the molecular dynamics simulations
were taken from the GROMOS87 library30 and were
adapted to perform separate scaling of the temperatures.
The SHAKE algorithm31 was used to keep bond lengths
rigid. The parameters of the simulation were chosen as
follows: a cut-off radius of 16 Å for the ligand–protein
interactions, and a cut-off radius of 9 Å for the remaining
interactions; the time step was 2 fs and the dielectric
permittivity was 1. The charges in the phosphocholine,
taken from Di Nola et al.,13 are reported in Table I. The
charges of the immunoglobulin were taken from the GRO-
MOS87 package. SPC32 model was used for water. Only
polar hydrogens were explicitly treated. For non-polar
hydrogens, the united atoms representation was adopted.

Due to the flexibility of the protein, the results could not
be evaluated by the root mean square deviation (rmsd) of

the positions of the PC in the crystal and in the simulation.
We have therefore monitored the main interactions be-
tween the PC and the protein, reported in Table II and
shown in Fig. 1.

Fig. 7. Trajectory of the center of mass of PC during the 180 ps
simulation, starting from position B and using the MDD algorithm. C is the
position of PC c.o.m. in the crystal complex.

Fig. 8. Trajectories of the center of mass of PC during the 180 ps
simulation starting from position B. Protein rigid and solvent and ligand at
T 5 1,000 K. A: Full interactions; B: simulation with half the weight of the
ligand–solvent interactions; C: simulation with double the weight of the
ligand–receptor interactions.
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During the simulations, the translational temperature
of the ligand was kept in the range 900–1,500 K to allow a
fast exploration of the receptor surface, while the internal
degrees of freedom were kept at 300 K. Small values of the
time constants were chosen to control the energy flow
between the translational and internal degrees of freedom.
This was also necessary to prevent the ligand, with its fast
motions, from inducing unrealistic local modifications of
the receptor structure. The values of the temperatures and
time constants used for the coupling to the four thermal
baths are reported in Table III.

RESULTS

The effect of the MDD algorithm in vacuo, as reported in
the previous paper,13 was twofold: it allowed a fast motion
of the ligand, and it avoided the trapping in local minima.
To evaluate how much the presence of explicit solvent
molecules slows down the translational motion of the
ligand, we performed two molecular dynamics simulations
of the PC in water, with and without the MDD algorithm,
respectively. In the first one, the whole simulation system
was kept at a temperature of 1,000 K with only one
thermal bath. In the second one, the MDD algorithm was
used to keep the c.o.m. temperature at 1,000 K, while the
rest of the system was kept at 300 K. The mean square
displacement (msd) of the PC in these two simulations are
shown in Fig. 3. The diffusion coefficient of the PC c.o.m. in
the first simulation, evaluated using the slope of the msd
curve,33 was 3.06 3 1024cm2/s and the fitting with a
function y 5 atk (with y representing the msd and t the
time) gave the result k 5 1.11. Fig. 3 shows that the mean
square displacement is not proportional to the time when
the MDD algorithm is applied. The fitting with a function
y 5 atk gave the value k 5 1.96. The slope of the curve at
t 5 50 ps divided by 6 (in order to make a comparison with
the diffusion coefficient of the previous case) was 1.27 3
1022cm2/s, showing that the MDD algorithm increases the

molecule translational diffusion by at least one order of
magnitude.

To evaluate if the MDD algorithm induces unrealistic
changes in the internal structure of the ligand, we have
calculated the N–P distance in two different simulations of
the PC in water: the first with no application of the MDD
algorithm and at a temperature of 300 K, the second with
the MDD algorithm and with a temperature of the c.o.m.
at 1,000 K, while the solvent and internal degrees of
freedom of the PC were kept at 300 K. The average
distances in the two simulations were 4.65 and 4.71 Å,
respectively, showing that the MDD algorithm does not
significantly affect the internal structure of the ligand.

To have a reference simulation, we performed 100 ps of
MD simulation of the ligand–receptor complex at T 5 300
K, without using the MDD algorithm. The starting posi-
tion of the PC corresponded to the crystal structure of the
complex. The trajectory of the PC c.o.m. is shown in Fig. 4.
Fig. 5 shows the trajectories of the six distances reported
in Table II. It can be noted that the six contacts are
basically conserved. The main deviation is observed for the
CH2 – Ne of Trp H107 and corresponds to a weak hydropho-
bic contact, as reported by Novotny et al.,34 so that a
deviation of the structure in water from the structure in
the crystal is not surprising. The shorter values of the
distances involving the choline interactions could indicate
that our force field somewhat emphasizes these interac-
tions. The average rmsd of these six distances from the
distances in the crystal was 1.4 Å.

A second reference simulation was performed. The MDD
algorithm was not applied in this simulation, and one
thermal bath was used at T 5 300 K. The initial position of
the PC was 14 Å, far from the crystal structure position,
and the length of the simulation was 180 ps. The trajectory
of the PC c.o.m. is shown in Fig. 6. The docked position of
the crystal structure is indicated in the figure (C). The
figure clearly shows that within the simulation time the
ligand explores two restricted zones, but it does not get
into the docking site, giving at t 5 180 ps the best rms
deviation ,5 Å from the crystal position.

The last simulation was repeated using the MDD algo-
rithm, with a temperature of the c.o.m. motion of the
ligand of 1,500 K and with a different initial position. The
trajectory of the c.o.m. of the ligand (Fig. 7) shows that the
ligand explores a larger surface of the protein in the same
time period as that of the previous simulation; it gets
closer to the correct position, but it does not fit correctly to
the binding site. Analogous results were obtained with
simulations up to 300 ps and with c.o.m. temperatures up
to 2,400 K. A close inspection of the binding site during the
simulation showed that three water molecules, close to the
pocket, prevented the correct docking of the PC. It can be
hypothesized that a much longer simulation would be
necessary to remove the water molecules from the pocket.

To circumvent this effect, we have performed two types
of simulations. The first used a weight of the ligand–water
interactions halved with respect to the remaining interac-
tions; the second used a weight of the ligand–protein
interactions doubled with respect to the remaining interac-

Fig. 9. Trajectory of the center of mass of PC during the 180 ps
simulation, starting from position B. MDD simulation with half the weight of
the ligand–solvent interactions. C is the position of PC c.o.m. in the crystal
complex.
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tions. The reference simulation at T 5 300 K, with a single
thermal bath, was repeated in both cases and was unsuc-
cessful for lengths up to 300 ps. To have further reference
simulations, three additional simulations of 180 ps length,
with a single thermal bath at T 5 1,000 K for the ligand
and the solvent, were performed. In these cases, the
protein backbone has been taken as rigid, because at this
temperature, unrealistic folding can obtain. The three
simulations, (without any scaling of the interactions, with
the ligand–water interactions halved, and with the ligand–
protein interactions doubled), are reported in Fig. 8. The
figure shows that the ligand does not dock the protein (Fig.
8A) or it binds the protein in the wrong place (Fig. 8B,C).

The trajectory of the c.o.m. of the ligand, with the MDD
algorithm, and with a weight of the ligand–water interac-
tions halved with respect to the remaining interactions, is
reported in Fig. 9 and shows that the ligand fits the pocket.
The parameter setting of the four thermal baths were as
follows: center of mass T 5 1,500 K, time constant 6 fs;
internal degrees of the ligand T 5 300 K, time constant 4
fs; solvent T 5 300 K, time constant 2 fs; protein T 5 300 K,
time constant 2 fs. The trajectories of the six distances
characterizing the docking are shown in Fig. 10. There is a
good agreement with the trajectories of the reference
simulation reported in Fig. 5.

In particular, we found the same deviation from the
crystallographic structure for the distances CH2 – Ne of

Trp H107 and N – Cg of Asn H101. The rmsd of these six
distances from those of the reference simulation, evalu-
ated over the time range 130–180 ps, was 1.34 Å, and the
rmsd from the distances in the crystal was 1.15 Å. Fig. 11
shows a snapshot of the binding site at t 5 123 ps (obtained
with the software program QUANTA 97 from MSI35). In
the figure, the water molecules nearest to the pocket are
also shown. Fig. 12 shows the deviation between the
crystal structure of the protein and the snapshot at t 5 130
ps. Deviations up to 3.2 Å for the backbone, and up to 5.0 Å
for the side chains can be observed. Deviations of such
amplitude from the crystal structure are hard to detect
with other docking algorithms that allow limited conforma-
tional flexibility.16,17,23–25

Figs. 13, 14, and 15 show the results obtained with a
weight of the ligand–protein interactions doubled with
respect to the remaining interactions, and with the same
parameter setting as the previously cited simulation. The
results show that the ligand enters into the pocket and
reaches a position close to the crystallographic one. The
rmsd from the reference simulation was 0.78 Å, evaluated
over the time range 130–180 ps, and the rmsd from the
crystal structure was 0.83 Å. The results show that in the
present case there is a better agreement with the crystal
structure than with the reference simulation reported in
Fig. 5.

Fig. 10. Trajectories of the six ligand–receptor distances reported in Table II (solid line). MDD simulation
with half weight of the ligand–solvent interactions. The dashed lines correspond to the values in the crystal
structure.
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This can be ascribed to the different weight used for the
ligand–receptor interactions. At the end of the simulation
there is also an increment of the CH2 – Cz of Tyr L100
distance, which is attributable to a rotation of the tyrosine
side chain that let the aromatic ring out of the docking site.
The presence of the hydroxyl group also makes it favorably
interact with the water molecules outside the docking site.
This is consistent with data showing a relatively smaller
contribution to the binding of the tyrosine L100 hydropho-
bic contacts with PC choline group and aliphatic PC chain.34

Figs. 4, 9, and 13 show that in, simulations using the
MDD algorithm, the volume explored, when the ligand is
docked into the binding site, is significantly larger than
the volume explored in a MD simulation without the MDD
algorithm. Analogous results were obtained starting at
different positions. Two out of three simulations were
successful. In the unsuccessful simulation, a rotation of
the tyrosine L100 aromatic ring brought the hydroxyl
group into a favorable position for the interaction with the
aspartic acid L97 at the bottom of the binding site, thereby

denying access to the PC at the crystal position. Finally, we
have performed MDD simulations starting from the struc-
ture of the complex. The rmsd of the six monitored
distances (not shown) are comparable to those of the
corresponding full simulations, of Figs. 10 and 14, respec-
tively.

To summarize, we have used four thermal baths: for the
protein, the solvent, the internal motions of the ligand, and
the c.o.m. motion of the ligand. The temperature of the
c.o.m. motion of the ligand was set at T 5 1,500 K, and the
remaining baths were at T 5 300 K. The time constants of
the coupling to the baths were chosen to be close to the
time step of the integrator (2–6 fs), in order to control the
heat flow between different degrees of freedom. To speed
up the search, the ligand–solvent interactions must be
halved or the ligand–protein interactions doubled. The
CPU time required for a 100 ps simulation on a Silicon
Graphics Power Challenger R10000 was 6.5 hr.

Fig. 11. Stereoscopic view of the binding site after 123 ps simulation, using MDD with half the weight of the
ligand–solvent interactions.

Fig. 12. Deviation between the crystal structure and the structure at
t 5 130 ps of the simulation, with half the weight of the ligand–solvent
interaction for the backbone (dashed line) and for the side chains (solid
line).

Fig. 13. Trajectory of the center of mass of PC during the 180 ps
simulation, starting from position B. MDD simulation with double the
weight of the ligand–receptor interactions. C is the position of PC c.o.m. in
the crystal complex.
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CONCLUSIONS

In the present study, we have shown that molecular
dynamics simulations can be successfully used in docking
problems involving small flexible ligands and flexible
receptors in water. This is the first time that the flexibility
of the receptor and the presence of explicit water molecules
have been taken into account. We showed that the MDD
algorithm makes the search of the binding site sufficiently
fast, even in the presence of the solvent and of the full

flexibility of the binding pocket. For an efficient search it
was necessary to use different weights for the ligand–
water or ligand–receptor interactions. In both cases, the
results agreed with the crystal structure of the complex
and with our reference simulation. The main advantage of
the MDD algorithm with respect to other algorithms is
that it allows one to introduce ‘‘naturally’’ the flexibility of
the receptor and the presence of water molecules. More-
over, it avoids the trapping into local minima. On the other

Fig. 14. Trajectories of the six ligand–receptor distances reported in Table II (solid line). MDD simulation with
double weight of the ligand–receptor interactions. The dashed lines correspond to the values in the crystal structure.

Fig. 15. Stereoscopic view of the binding site after 150 ps simulation, using MDD with double the weight of
the ligand–receptor interactions.
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hand, it requires a relatively long computational time
compared to other methods. As a consequence, it should be
preferred when the presence of explicit solvent molecules
cannot be neglected. In other cases, it can be used after
rapid scanning of different ligands with simplified meth-
ods.

Another characteristic of the MDD algorithm is that,
once the ligand has reached the docking site, the algorithm
allows a sampling of the local conformational space, i.e., it
allows local structural transitions of both ligand and
receptor. Due to this characteristic, it can be used when the
structural effects of mutations on both ligand and receptor
have to be studied. In this last case, the simulation can
directly start at the known structure of the complex. In
conclusion, the MDD algorithm can be successfully used in
addition to simplified methods that allow for rapid scan-
ning of structural databases, and it is useful for obtaining
detailed information on the binding mechanism.
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